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Partial Goals of Talk
• Introduce you to potentially disruptive technology

• Opportunities & Challenges

• Challenge you to think “outside the box”
• Maintain vs. break abstractions

• Bridge the Engineering Gap
• Back to the Future: understand entire stack from 

chemistry/physics up through applications (hipster 
architect?)

• Be interdisciplinary!
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Setting Context
• Computing

• Processing and storing information

• Biomolecules
• DNA, proteins, fluorescent molecules, etc.
• Everyday use in the Life Sciences

1. Why put these together?
2. How do we put these together?
• First some background on biomolecules
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Biomolecules: Synthetic DNA
• Single strand is sequence 

of nucleotides
• Well defined rules for base 

pair matching
• Thermodynamics driven 

hybridization
• Forms well-known double helix

• Molecular Scale
• 3.4 Angstrom spacing
• 2nm diameter

• Synthetic
• Specify sequence of bases
• Engineer systems

Adenine (A) (T) Thymine

Cytosine (C) (G) Guanine
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Biomolecules: Chromophores (Fluorophores)

• Optically active small-molecule
• Absorb and emit photons of specific wavelengths

• Time to fluoresce follows exponential distribution

• Size: ~20-100 atoms

Images courtesy of www.invitrogen.com

Quantum mechanical 
description of energy levels

Fluorescence
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Biomolecules: Resonance Energy Transfer
• Molecular Beacon or Ruler 

• E.g., detect protein folding

• Resonance Energy Transfer 
(RET)
• Closely spaced (1-10nm)
• Non-radiative dipole-dipole 

interaction

• Efficiency decays with 6th power 
of distance

• Efficiency depends on spectral 
overlap and dipole orientation

• Low heat generation (emits far 
field photon)

A B
RET

hνIN hνOUT
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Why Biomolecules?
• Scale in feature size

• DNA: 3.4 Angstroms between base pairs
• DNA: 2nm diameter double helix
• Chromophores: 20-100 atoms

• Scale in fabrication
• Leverage chemical industry
• Engineer systems at low cost and high volume
• 1 grad student 8 hours ≈ one month of TSMC Fab 15 throughput

• Low Heat Dissipation
• Common in Life Sciences
• New Domain for computing

• Biologically compatible
• E.g., computing within a cell
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How do we use Biomolecules?
• Exploit physical properties for
1. Storage
2. Computation
3. Fabrication

• Place components (including other biomolecules)
• Gates, circuits, systems
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Biomolecular Storage
• Archival Storage

• DNA base sequence as encoded 
data

• Density: 109 GB/mm3

• Durability: 100s of years
• Read Latency: DNA Sequencing

• Optical Storage
• Photo cleavable link of 

Chromophore to DNA
• Multiple bits w/in diffraction limit
• Density: 1000x > blu-ray

9

P        o        l        y        a        ;
01010000 01101111 01101100 01111001 01100001 00111011 Binary data

   12011    02110    02101   222111    01112   222021
Base 3 

Huffman code

   GCGAG    TGAGT    ATCGA   TGCTCT    AGAGC   ATGTGA
DNA 

nucleotides

(a) Translating binary data to DNA nucleotides via a Huffman code.
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(b) A rotating encoding to nucleotides avoids homopolymers (repe-
titions of the same nucleotide), which are error-prone.

Figure 5. Encoding a stream of binary data as a stream of
nucleotides. A Huffman code translates binary to ternary
digits, and a rotating encoding translates ternary digits to
nucleotides.

Because base 3 is not a multiple of base 2, mapping
directly between the bases would be inefficient: 6 ternary
digits (36 = 729) can store 9 bits of data (29 = 512), but waste
217 possible states. Instead, we use a Huffman code [13] that
maps each binary byte to either 5 or 6 ternary digits. For
example, the Huffman code maps the binary string 01100001
to the base-3 string 01112. The rotating nucleotide encoding
maps this string to the DNA sequence CTCTG. The code maps
more common ASCII characters to 5 digit strings, offering
minor compression benefits for textual data, though the effect
on overall storage density is insignificant.

4.2 Data Format

Another practical issue with representing data in DNA is that
current synthesis technology does not scale beyond sequences
of low hundreds of nucleotides. Data beyond the hundreds
of bits therefore cannot be synthesized as a single strand of
DNA. In addition, DNA pools do not offer spatial isolation,
and so a pool contains data for many different keys which
are irrelevant to a single read operation. Isolating only the
molecules of interest is non-trivial, and so existing DNA
storage techniques generally sequence the entire solution,
which incurs significant cost and time overheads.

To overcome these two challenges, we organize data in
DNA in a similar fashion to Goldman et al. [10], as shown
in Figure 6. Segmenting the nucleotide representation into
blocks, which we synthesize as separate strands, allows
storage of large values. Tagging those strands with identifying
primers allows the read process to isolate molecules of
interest and so perform random access. Below we describe
these designs in detail.

Payload. The string of nucleotides representing the data to
be stored is broken into data blocks, whose length depends
on the desired strand length and the additional overheads

TCTACGCTCGAGTGATACGAATGCGTCGTACTACGTCGTGTACGTA…

Output Strand

Input Nucleotides

TCTACGCTCGAGTGATACGAA ATCTACGTCTACGATC CCAGTATCA

AddressPayloadPrimer
Target

Primer
Target

S S
5’ 3’

Figure 6. An overview of the DNA data encoding format.
After translating to nucleotides, the stream is divided into
strands. Each strand contains a payload from the stream,
together with addressing information to identify the strand
and primer targets necessary for PCR and sequencing.

of the format. To aid decoding, two sense nucleotides (“S”
in Figure 6) indicate whether the strand has been reverse
complemented (this is done to avoid certain pathological
cases).

Address. Each data block is augmented with addressing
information to identify its location in the input data string.
The address space is in two parts. The high part of the address
identifies the key a block is associated with. The low part of
the address indexes the block within the value associated with
that key. The combined address is padded to a fixed length
and converted to nucleotides as described above. A parity
nucleotide is added for basic error detection.

Primers. To each end of the strand, we attach primer se-
quences. These sequences serve as a “foothold” for the PCR
process, and allow the PCR to selectively amplify only those
strands with a chosen primer sequence.

Random Access. We exploit primer sequences to provide
random access: by assigning different primers to different
strands, we can perform sequencing on only a selected group
of strands. Existing work on DNA storage uses a single primer
sequence for all strands. While this design suffices for data
recovery, it is inefficient: the entire pool (i.e., the strands for
every key) must be sequenced to recover one value.

To provide random access, we instead design a mapping
from keys to unique primer sequences. All strands for a
particular object share a common primer, and different strands
with the same primer are distinguished by their different
addresses.

Primers allow random access via a polymerase chain
reaction (PCR), which produces many copies of a piece of
DNA in a solution. By controlling the sequences used as
primers for PCR, we can dictate which strands in the solution
are amplified. To read a particular key’s value from the
solution, we simply perform a PCR process using that key’s
primer, which amplifies the selected strands. The sequencing
process then reads only those strands, rather than the entire
pool. The amplification means sequencing can be faster and
cheaper, because the probability of recovering the desired
object is higher.

Note that not all adapters and primers have the same behav-
ior or effectiveness during PCR. Also, the actual sequences
affect the PCR cycle temperatures. Discussing adapter and
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[Figure form Barnholdt, et al. ASPLOS 2016]

[Figure from Mottaghi & Dwyer, 2013].
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     Figure  2 .     PAM at a glance: a) logical equivalent of PAM: only the addressed channel contributes to the output while others remain inactive. b) ER-PEPE 
is augmented with a set of quenchers. An augmented PEPE c) before and d) after being addressed: fl uorescence of R increases.  

     Figure  1 .     a) PAM disc structure: a large number of cells packed on a surface, each of which containing a large number of storage elements. b) Structure 
of the basic storage element, an ER-PEPE, before and after writing.  

Adv. Mater. 2013, 25, 3593–3598
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Biomolecular Computation

• Specify sequences such that desired hybridization occurs
• DNA Computing

• Hamiltonian Path, Tile-based computing, 
• Strand displacement (above)
• Attach proteins (molecular recognition)

• Molecular Robotics, Synthetic Biology
• Chemical Reaction Networks

• Careful about different input modes (e.g., concentration of disparate chemicals)
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Image from [Zhang & Seelig, Nature Chemistry, Jan 2011]



Biomolecular Fabrication
• Molecular Self-assembly 

• Molecules self-organize into stable structures

• What structures?
• What devices?

• Nanotubes, nanorods, chormophores, etc.
• How does self-assembly affect computer system design?
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DNA for Structure

• Directed Assembly
• Functionalize devices, etc.

• DNA Scaffold
• Engineered Structures
• Origami
• Hierarchical
• Scale: ~1014 grids/mL

• Can exploit DNA 
programmability
• “at fabrication computing”
[IEEE MICRO 2005]
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[Rothemund, Nature 2006]

© 2006 Nature Publishing Group 

 

scaffold and create the periodic crossovers. Staples reverse direction
at these crossovers; thus crossovers are antiparallel, a stable configu-
ration well characterized in DNA nanostructures16. Note that the
crossovers in Fig. 1c are drawn somewhatmisleadingly, in that single-
stranded regions appear to span the inter-helix gap even though the
design leaves no bases unpaired. In the assembled structures, helices
are likely to bend gently to meet at crossovers so that only a single
phosphate from each backbone occurs in the gap (as ref. 16 suggests
for similar structures). Such small-angle bending is not expected to
greatly affect the width of DNA origami (see also Supplementary
Note S2).
Theminimization and balancing of twist strain between crossovers

is complicated by the non-integer number of base pairs per half-turn
(5.25 in standard B-DNA) and the asymmetric nature of the helix (it
has major and minor grooves). Therefore, to balance the strain15

caused by representing 1.5 turns with 16 bp, periodic crossovers are
arranged with a glide symmetry, namely that the minor groove faces
alternating directions in alternating columns of periodic crossovers
(see Fig. 1d, especially cross-sections 1 and 2). Scaffold crossovers are
not balanced in this way. Thus in the fourth step, the twist of scaffold
crossovers is calculated and their position is changed (typically by a
single bp) to minimize strain; staple sequences are recomputed
accordingly. Along seams and some edges the minor groove angle
(1508) places scaffold crossovers in tension with adjacent periodic
crossovers (Fig. 1d, cross-section 2); such situations are left
unchanged.

Wherever two staples meet there is a nick in the backbone. Nicks
occur on the top and bottom faces of the helices, as depicted in
Fig. 1d. In the final step, to give the staples larger binding domains
with the scaffold (in order to achieve higher binding specificity and
higher binding energy which results in higher melting temperatures),
pairs of adjacent staples aremerged across nicks to yield fewer, longer,
staples (Fig. 1e). To strengthen a seam, an additional pattern of
breaks and merges may be imposed to yield staples that cross the
seam; a seam spanned by staples is termed ‘bridged’. The pattern of
merges is not unique; different choices yield different final patterns of
nicks and staples. All merge patterns create the same shape but, as
shown later, the merge pattern dictates the type of grid underlying
any pixel pattern later applied to the shape.

Folding M13mp18 genomic DNA into shapes
To test the method, circular genomic DNA from the virus M13mp18
was chosen as the scaffold. Its naturally single-stranded 7,249-nt
sequence was examined for secondary structure, and a hairpin with a
20-bp stemwas found.Whether staples could bind at this hairpinwas
unknown, so a 73-nt region containing it was avoided. When a linear
scaffold was required, M13mp18 was cut (in the 73-nt region) by
digestion with BsrBI restriction enzyme. While 7,176 nt remained
available for folding, most designs did not fold all 7,176 nt; short
(#25 nt) ‘remainder strands’ were added to complement unused
sequence. In general, a 100-fold excess of 200–250 staple and
remainder strands were mixed with scaffold and annealed from

Figure 2 | DNA origami shapes. Top row, folding paths. a, square;
b, rectangle; c, star; d, disk with three holes; e, triangle with rectangular
domains; f, sharp triangle with trapezoidal domains and bridges between
them (red lines in inset). Dangling curves and loops represent unfolded
sequence. Second row from top, diagrams showing the bend of helices at
crossovers (where helices touch) and away from crossovers (where helices
bend apart). Colour indicates the base-pair index along the folding path; red

is the 1st base, purple the 7,000th. Bottom two rows, AFM images. White
lines and arrows indicate blunt-end stacking. White brackets in a mark the
height of an unstretched square and that of a square stretched vertically (by a
factor.1.5) into an hourglass. White features in f are hairpins; the triangle
is labelled as in Fig. 3k but lies face down. All images and panels without scale
bars are the same size, 165 nm £ 165 nm. Scale bars for lower AFM images:
b, 1 mm; c–f, 100 nm.
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[Dwyer, Trans Nano 2003, Trans VLSI 2004]
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20nm

60 nm140 nm
[Patwardhan, et al. 2004 & 2006; Park et al. 2006; Pistol et al. 2006, ]



DNA Self-Assembled Parallel Processor

• Self-assemble ~ 109 - 1012 simple 
nodes (~10K FETs)

• Potential: Tera to Peta-scale 
computing

• Random Graph of Small Scale 
Nodes
• There will be defects
• Scaled CMOS may (does) look similar

• How do we perform useful 
computation?

+
A

B

20nm

Node Interconnect Node

Node

Wire [Yan ’03]
(selective 
metallization)

PE PE

Control Processor

• Group many nodes into a SIMD PE
• PEs connected in logic ring
• Familiar data parallel programming
[Patwardhan, et al., ASPLOS 2006]

• What about those chromophores?
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Light 
Source

Fluorescent 
Molecules

Single 
Photon

Avalanche 
Detector

t0

Fluorescence PDF

• Multi-chromophore structure: phase-type distribution [Wang et al, 2015].
• Can fit most distributions to phase-type distribution [Asmussen et al, 1996].
• New Functional Unit [Wang et al, 2016]. (Wednesday talk…)

Resonance Energy Transfer

P
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RET-based Logic
• Chromophore types:

1. Eval – exciton source
2. Out – output, monitored for 

fluorescence
3. Mediators – connect eval to out
4. Inputs – x1 and x2

• Disrupt (no RET)
• Excitation represents applying a 1

• Multistep Cascades
• Energy and Exciton Restoration
• Biologically compatible 

• Sub-diffraction limit addressable sensing 
[Pistol et al. Small 2010]

• Nanoscale Sensor Processor smaller 
than largest known virus [Pistol et al. 
ASPLOS 2009]

x1

x2

eval

out

R

R

AND Gate Layout
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RET-based Logic Power and Area

• 15nm CMOS, two-input gates
• Power: RET-Logic100x lower than CMOS
• Area: at least 500-800x smaller than CMOS

• Conservative: Assumes two input gate occupies entire 19nm x 19nm DNA tile

• Emit far field photon −> no localized heat generation…
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Gate CMOS (1x)
15 nm

RET-
Logic Improvement

AND 294,912 nm2 361 nm2 816x

OR 294,912 nm2 361 nm2 816x

NAND 196,608 nm2 361 nm2 544x

NOR 196,608 nm2 361 nm2 544x



The Problem with Exponentials
• Desire for more 

compute and storage
• Biomolecular scale
• But...O(n!), O(xn), etc.

• E.g., storage increases 
40%/year

• Not Enough Atoms!
• Earth: 

• 100 years of storage
• 42 node Hamiltonian

• Known Universe: 
• 200 years of storage
• 60 node Hamiltonian

• Architecture 2030: 
• Still need algorithms…
• Use atoms efficiently
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Conclusion
“It is not the strongest of the species that survive, nor the most 
intelligent, but the one most responsive to change.” 

– Charles Darwin
• Technology

• May not be a single device technology for the future
• Biomolecules

1. Scale in feature size
2. Scale in manufacturing
3. Readily available
4. New Domain for Computing
5. Can exploit physical properties

• Interdisciplinary research teams
• Scale up technology: from bench to processors (“engineering gap”)
• Differing goals/metrics 
• Need bus driver or shared vision
• Publishing can be difficult…but the research is really fun!
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Duke Nanosystems Overview

DNA Self-Assembly 
[FNANO 2005, Ang. Chemie

2006, DAC 2006]

Nano Devices
Electronic, photonic, etc.

[Nanoletters 2006, IEEE MICRO 2008, 
Small 2010, IEEE MICRO 2015, ISCA 

2016]

Circuit Architecture 
[FNANO 2004, IEEE MICRO 2008

IEEE MICRO 2015, ISCA 2016]

Large Scale Networks, Logical 
Structure & Defect Isolation 

[NANOARCH 2005, 2006, Nanonets
2006, NanoCom 2009]
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SOSA - Data Parallel 
Architecture [NANOARCH 2006, 
ASPLOS 2006, JETC 2007, 2009]

NANA - General Purpose 
Architecture [JETC 2006]

Sensing & Processing
[ASPLOS 2009. IEEE MICRO 2010, Small 2010]
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Stochastic Computing 
[IEEE MICRO 2015, ISCA 2016]


